
• Extracted Representations
• Examples of positive(Left) and Negative (right) pair representation
•

• Change Point Detection
• We compare our proposed method against five state-of-the-art CPD methods,

which include deep learning and non-deep learning-based methods, investigate
the benefits of each through extensive experiments.

𝑇𝑇𝑆𝑆−𝐶𝐶𝑃𝑃2 improved
performance of
Non-DL and DL
baselines by 79.4%
and 17.0% respect to
the F1-score.

• Sensitivity Analysis
• We investigate the performance impact of the hyperparameters including batch

size, code size, and window size

MAIN GOAL
• Extract

• Informative

• Compact

• Predictable

representative feature vectors from semantic segments of multi-variate Time-series
data

CONTRIBUTION
• TS-CP2 is the first that leverages contrastive learning as an unsupervised

objective function for time-series data.
• TSCP2 captures compact, latent embeddings that represent historical and

future time intervals of the times series.
• TSCP2 is the first to apply contrastive learning for the problem of self-

supervised change point detection (CPD).

METHOD

TS-CP2 COMPONENTS
• Negative Sampling
• we propose a simple sampling

strategy where positive sample pairs
are randomly sampled and used to
construct the negative sample pairs
for each batch.

• Each pair must adhere to the
constraint of being a minimum
temporal distance from the others.

• The intuition is that time series are
commonly non-stationary, and hence,
windows that are temporally far are
likely to exhibit weaker statistical
dependencies than adjacent frames.

• Objective Function
• we adopt a similar approach to the CPC [2,3] to learn a representation that

maximises the mutual information between consecutive time windows.
• We employed InfoNCE [2] loss :
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• We propose a multi-task model to 
1. Learn representation using Contrastive learning
2. Predict future based on Contrastive Predictive Coding

• We use the representation learning task as an auxiliary task to do Change Point 
Detection.

Figure 1- Overview of presented approach based on predictive representation learning.

Figure 2- Illustration of the overall architecture of our𝑇𝑇𝑆𝑆−𝐶𝐶𝑃𝑃2. Blue dash arrows indicate the back 
propagation in the training phase

Source code is provided on the GitHub page.

• Encoder Architecture
• An auto-regressive deep convolution network,

WaveNet [1], was employed to encode each window.
• It consists of two blocks of TCN with 64 kernel filters

of size 4 and three layers of dilation with respective
rates of 1, 4 and 16. The TCN is then followed by a
simple three-layer projection head with ReLU
activation function and batch normalisation.

• Pairs of history and future time windows are fed into
an encoder.

• A projection head (an MLP neural
network with three hidden layers) is used
(𝑔𝑔(·) and 𝑔𝑔′(·) in Figure 2) to map each
window encoding into a lower dimension
space.Kernel Size = 4, Dilation = [1, 4, 16]
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Figure 4- The encoder architecture
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Figure 3- Negative Sampling approach

𝜌𝜌𝑖𝑖𝑖𝑖 =
exp(𝑆𝑆𝑆𝑆𝑆𝑆(ℎ𝑖𝑖 , 𝑓𝑓𝑖𝑖)/𝜏𝜏)
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